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Lecture | - Computer Vision on the Edge
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Overview

- Give a high-level overview of the Computer Vision field
- What are the current paradigms in the field?

- What are image embeddings and how are the useful?
- What is the role of Rust in the current Computer Vision landscape?
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The Bigger Picture
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Software 2.0

Software 1.0 = human-engineered source code (e.g. some .cpp files) is compiled
into a binary that does useful work.

Software 2.0
source code is

- the dataset that defines the desirable behavior
- the neural net architecture that gives the rough skeleton of the code,
- many details (the weights) to be filled in
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Software 2.0 starts to eat away at 1.0 codebases

steering & acceleration steering & acceleration
1.0 code
2.0 code
Kl A
8 cameras —] I ; radar 8 cameras —1 I ; radar
ultrasonics IMU ultrasonics IMU

Source: Andrej Karpathy



Analogy with Software 1.0

Source Code

Compiler
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Analogy with Software 1.0

0001

0010
0000

[ ]

0000

4748

2828

dods

- 3a3c

be88

Compiler betd
585f

88f3

6871
lab4

8668 unittest
8888
0000

Executable file
That does useful things

)

Architecture
+ —_—
Training Code

f‘r OB i‘ ]
SR o
T P

Validation
Benchmarks

—_
L

Trained Model
Dataset That does useful things
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@ Andrej Karpathy

100% Fully Software 2.0 computer. Just a single neural net and no
classical software at all. Device inputs (audio video, touch etc) directly
feed into a neural net, the outputs of it directly display as audio/video on
speaker/screen, that’s it.

807.9K




Why is Edge Al appealing?

Privacy preserving
- no data leaves the device (hopefully)

Decentralized
- each device is independent / no need for a central server

Scalable to billions of devices

Enables more sophisticated methods of training
- Federated learning - each device learns on its own data and then shares its knowledge
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Why is EdgeAl hard?

- Small scale means smaller capability for models
- Latency & compute (real-time inference is hard)
- Low power consumption

- Edge devices are resource-constrained and need safe and efficient code
- Rust is uniquely positioned to handle these requirements
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Computer Vision on the Edge - Robotics

Boston Dynamics
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Computer Vision on the Edge - Mobile

The Burghers of Cala
Sculpture by Rodin

«.. Confiden
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Computer Vision on the Edge - Autonomous Driving




Computer V|S|on on the Edge - Object Detection
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Computer Vision on the Edge - Drones




.
0k

Image Classification - Core Task in CV
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What does a Computer see?

91 |87 |90 |94 |87 (81 |76 |78

> | 96 1109/1191126:125:120:109/100

117

V ‘119
'105'119
105‘169 112 118 12’.?;
104/109'111/1111112,115:120 1264

P 1101,103:105/106:108 :109/113.:117.:120.124 127 122,112

S 106‘103 102,104/110/119/124 : 128,122,112/101

An image is a matrix with values between
[0-255] with 3 channels (RGB)
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Minor changes to the image - all pixels differ




Cats vary in a lot of ways

.
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Other challenges

Occlusion lHlumination Deformation



Naive approach
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Ears
Whiskers
Eyes

Cat
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Data-Driven approach

e AR - EEIEE
automobile EIE‘HE‘
o Sl WD
1. Collect and label dataset cat ol RSl el LA .
2. Train classifier deer ..ﬂ‘gﬁnﬂ

3. Predict on new images ::: =gﬁg=
horse .."-!n'm

wo s il P
G e P T A
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(Fully Connected) Neural Network

Input Dense #1 Dense #2 Softmax




Dendrite

Myelin sheat OUtputS

- Myelinated axon
Inputs

r

©

Inputs —

output axon
activation
function




Biolgiical neural network

@ 3 ot

Axon terminal

©

Inputs —

output axon
activation
function
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Fully Connected Neural Network

Input layer Hidden layers i Output layer
' h, 5 0

127 put 1o ‘\\ //“\\ //
54 \‘q “"' ""'
o

: V‘V

0

Output 1

200 Input 2

A

139

Problems:

e Spatial information is lost

e A lot of parameters
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Using Spatial Structure

Locally connected

Fully connected
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Convolution is applied to all channels of an image




Convolution output




Convolution works with any number of channels

animatedal.github. 10
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Modern CNN architectures (backbones)
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Computer Vision Tasks

Semantic Classification Object Instance
Segmentation + Localization Detection Segmentation

==

GRASS, CAT, CAT DOG, DOG, CAT  DOG, DOG, CAT

TREE, SKY i RN )y
Y Y Y
No objects, just pixels Single Object Multiple Object

LN




Semantic segmentation: Label each pixel with a class

Road Sidewalk Building - Fence
B pole [ Vegetation B Vehicle I Unlabel




RGB Image

Fig. 2. An illustration of the SegNet architecture. There are no fully connected layers and hence it is only convolutional. A decoder upsamples its
input using the transferred pool indices from its encoder to produce a sparse feature map(s). It then performs convolution with a trainable filter bank

Convolutional Encoder-Decoder

Pooling Indices

I Pooling [ Upsampling

-Conv + Batch Normalisation + RelU

Softmax

Output

Segmentation

to densify the feature map. The final decoder output feature maps are fed to a soft-max classifier for pixel-wise classification.
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U-Net: Convolutional Networks for Biomedical Image
Segmentation

64 64
128 64 64 2
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imapge FUFS . output
i segmentation
tile N
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Vision Transformers (ViTs)

Vision Transformer (ViT)

MLP
Head \
- Process them like they are

“‘words”
, FEmbedding " @ l ) @ @) 6 7)) 6

= O(nAZ) CompleXIty * Extra learnable

[class] embedding Linear Projection of Flattened Patches

- n =number of patches SR | L ‘| L .l | |
o i o ——— 5 O

- Usually, can scale better with data AL
than CNNs

- Different than CNNs

- Split image into non-overlapping
patches

Transformer Encoder




Transformers are general token-processors

Anything can be thought as a sequence of tokens
With some built-in order, or not

- For text: each character / subword / word is a token.
- For images: image patches? Pixels?

- For videos: ??

- For sound waves: ??

BAXY



Transformers are general token-processors

- Input data —> tokenizer —> transformer

- Most of the time, to solve a specific problem, we need to work on a custom tokenizer and
position embeddings
e.g. how to tokenize videos / movement / audio?
e.g. how to encode time as positional embedding? How to handle multi-modal data?

Token-1
Token-2

Tokenizer —» | Transformer
Tok_en-3 Encoder

Token-n
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ViViT: A Video Vision Transformer

Class

Transformer | Encoder

Position + Token
Embedding

MLP

Layer Norm

L x| (self-Attention

How would a tokenizer look

s
=] purg
. = Embed to .
for videos? H R ot |
: Attention
. K v Q

*- i

!

Layer Norm
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ViViT: A Video Vision Transformer

Transformer | Encoder

Position + Token >
Embedding

Layer Norm

L x| (self-Attention

)
g
3

Multi-Head
Dot-Product
Attention
K 4

l Layer Norm

-
-
-,
=
=4
=
=
=l

Embed to
tokens

*- i

Figure 3: Tubelet embedding. We extract and linearly embed non-
overlapping tubelets that span the spatio-temporal input volume.
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Audio Spectrogram Transformer

e [ransform audio waves into :
| Linear Output
spectrograms

Transformer Encoder

(1 1 1 1 1 | |

Pyl | P |Peayf [P [Pra] [Ps) [Pra] [Pinn] | Pisi

+ + + + + + + + +
e Spectrograms kind of look like images Eicus| Em Ep Em Eq| |Es [Ew] |Ba Em

(@)

Let’s just use the same thing as in ViTs Lmear Proiection
o Patchify and send to Transformer encoder .

iiiiﬁiii

Patch Split with Overlap .




GaitFormer (Cosma and Radoi, 2022)

How can we process skeleton
sequences?
A skeleton sequence is

represented by a Tx18x3 matrix
o T frames, 18 joints, 3 coordinates

s

,x’)[ !
N\
\

Basic idea:
e Flatten each skeleton and
send the sequence to the
transformer encoder

Learnable Positional

3.

2
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(] +[2H
S+ [8]H
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)+ 51
S +[e]-

Transformer | |

Encoder
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256-dim
representation






http://www.youtube.com/watch?v=4QmQHZeJXF8&t=205

BAXY
When to pick what?

- ViTs have better global reasoning and multi-tasking

Might not be so appropriate
O(n”2) time and memory complexity

- CNN are fast and work best for edge

- Many optimized variants
MobileNet, SqueezeNet, ConvNext-tiny, etc.
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A ConvNet for the 2020s

Zhuang Liu’?* Hanzi Mao! Chao-Yuan Wu! Christoph Feichtenhofer! Trevor Darrell> Saining Xie!”
!Facebook Al Research (FAIR) 2UC Berkeley

Code: https://github.com

Abstract

The “Roaring 20s” of visual recognition began with the
introduction of Vision Transformers (ViTs), which quickly
superseded ConvNets as the state-of-the-art image classifica-
tion model. A vanilla ViT, on the other hand, faces difficulties
when applied to general computer vision tasks such as object
detection and semantic segmentation. It is the hierarchical
Transformers (e.g., Swin Transformers) that reintroduced sev-
eral ConvNet priors, making Transformers practically viable
as a generic vision backbone and demonstrating remarkable
performance on a wide variety of vision tasks. However,
the effectiveness of such hybrid approaches is still largely
credited to the intrinsic superiority of Transformers, rather

than the inherent inductive hincoc of convnlutione  In thic

ImageNet-1K Acc.

90
88
86 ConvNeXt
Swin Transformer 8
(2021) ConvNeXt

84 Swin Transformer

ResNet el ) vy il

(2015) (2020) ©5 (2020)
82 . [
80 e

@

78 ImageNet-1K Trained ImageNet-22K Pre-trained

Figure 1. ImageNet-1K classification results for e ConvNets and
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Let’s talk about “embeddings”



Deep Learning = Representation Learning

Default Representation "Good" Semantic Representation
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Semantic Representation = Similarity
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Semantic Representation = Similarity




Embeddings are like hashes

Two hashes are near each other means the semantic content is the same

The embeddings of two pictures of cats should be similar, regardless of

surface level differences

Really, an embedding is just a vector of floats with certain properties
Usually 64 - 4096 dimensional vector (depending on the model)

0.3

1.1

0.9

0.8

0.7

0.1
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0.8

1.6

23

4.2

B AXE
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Face Authentication with face embeddings

Embedding [T T 1 1]
Model

Far apart = different person




“Closeness” = dot product simila}rﬁy’c

Face Authentication with face embeddings

a=(a,a,a) b= (b, b, b)
a-b=ab + ab + asb;

Embedding |

Model

Far apart = different person
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How are these embeddings learned by a model?
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Components of an ML Application

Model (Neural Network) + Training Data + Hardware (GPU / TPU)

-
"TRAINING

DATA




Components of an ML Application

Model (Neural Network) + Training Data

-
"TRAINING

DATA

Fancy DL Architectures
Available (timm, torchvision, = HuggingFace etc.)

Hardware (GPU / TPU)

.
0k
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Components of an ML Application
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Usually available
Google Colab / cloud, gaming

rigs, university cluster etc.
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Components of an ML Application

(GPU / TPU)

Hardware

Training Data

——

g
=
_—
o~
[
—

|

+

Model (Neural Network)

output layer

AN

2?9?9°°7777

The most important aspect
This is where superv

performed

ision is
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Model differences are overrated

Supervision differences are underrated.



Types of “supervision”

p
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Types of “supervision”
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Closer to the real world

Ideal world! Not really happening

.
o8



B AXE

Self-Supervised Learning e

» Predict any part of the input from any
other part.

» Predict the future from the past.

» Predict the future from the recent past.

ﬁ
Yann LeCun » Predict the past from the present. %

» Predict the top from the bottom.

» Predict the occluded from the visible

A
» Pretend there is a part of the input you « Past Présent Future —
don’t know and predict that.

© 2019 IEEE International Solid-State Circuits Conference 1.1: Deep Learning Hardware: Past, Present, & Future 58
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Pretext-based Self-Supervised Learning

Main Idea:
Invent a task from the data and force the model to solve it

Solving the task = understanding the data
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How is this image rotated?
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How is this image rotated?

How do you know?




Self-Supervised Learning: Predicting Rotations

Predict rotations

0 degrees 270 degrees 180 degrees 90 degrees

Hypothesis: a model could recognize the correct rotation of an object only if it has the “visual
commonsense” of what the object should look like unperturbed.



Self-Supervised Learning: Image Colorization

Image Colorization

Hypothesis: a model could only colorize an image if it has the “visual commonsense” of what
the object should look like.




Self-Supervised Learning: Predicting Relative Patches

Example:

(Image source: Doersch et al., 2015)

Hypothesis: a model could only predict relative patches from an image if it has the “visual
commonsense” of what the global object should look like.

BAXY



Masked-Image Modelling

- Mask some parts of the image

- Predict the masked parts given the visible parts

, equally-s

EEENEEEN
TR T
EENEEEEE

Split the image into

ized patches

Mask some
part of the input

BEETENS

A 4

Compute the
reconstruction loss

ENENEEEN
ENEvVEEEN
EEEAEEEE
EEEFNEEN
EEET TENE
EEEREEEE
EEEEEEEE

el ]
IR
Sty 1]
NERNTZ

reconstruct the

Decode the tokens
Decoder/ to
ori

ginal signal

Rearrange the
visible embedded
tokens in their
original position

h 4

Encode
the visible
tokens

Encoder

Introduce a mask
token for each
masked patch

Keep only the
visible signal
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Models can cheat!

Published as a conference paper at ICLR 2019

IMAGENET-TRAINED CNNS ARE BIASED TOWARDS
TEXTURE; INCREASING SHAPE BIAS IMPROVES

. \ ACCURACY AND ROBUSTNESS
i.e. find shortcuts to solve the

)
task, don’t understand the Robert Geirhos Patricia Rubisch
! . University of Tubingen & IMPRS-IS University of Tiibingen & U. of Edinburgh
overall semantics Of the data robert.geirhos@bethgelak.org p.rubisch@sms.ed.ac,uk
Claudio Michaelis Matthias Bethge*
University of Tiibingen & IMPRS-IS University of Tiibingen
claudico.michaelisBbethgelab.org matthias.bethge@bethgelab.org
. . Felix A. Wichmann* Wicland Brendel*
S p urious corre I at| ons University of Tiibingen University of Tiibingen
felix.wichmann@uni-tuebingen.de wieland.brendel@bethgelab.org
ABSTRACT

Convolutional Neural Networks (CNNs) are commonly thought to recognise ob-
jects by leaming increasingly complex representations of object shapes, Some
recent studies suggest a more important role of image textures. We here put these
conflicting hypotheses to a quantitative test by evaluating CNNs and human ob-
servers on images with a texture-shape cue conflict. We show that ImageNet-
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Example: CNNs are biased towards texture

(a) Texture image (b) Content image (c) Texture-shape cue conflict
814%  Indian elephant 71.1%  tabby cat 63.9% Indian elephant
10.3%  indri 17.3%  grey fox 264%  indri

8.2% black swan 3.3% Siamese cat 9.6% black swan



Question: Is it a good pretext-task to try to predict
whether an image is mirrored or not?

BAXY



Question: Which images are mirrored?




Question: Which images are mirrored?




Smartphones

Hair part

Visual Chirality

Zhiqiu Lin! Jin Sun'?

Abstract

How can we tell whether an image has been mi

While we understand the geometry of mirror reflections very
well, less has been said about how it tributions of
imagery at scale, despite widespread use for data augmenta-
tion in computer v ; is paper, we investigate how the
statistics of visual data are changed by reflection. We refer to
these changes as “visual chirality,” after the concept of geo-
metric chirality—the notion of objects that are distinct from
their mirror image. Our analysis of visual chirality reveals
surprising results, including low-level chiral signals pervad-
ing imagery stemming from image processing in cameras, to
the ability to discover hirality in images of people
and faces. Our work ha. ications for data augmentation,
self-supervised learning, and image forensics.

Abe Davis'? Noah Snavely'?
Cornell University'

Cornell Tech?

(c)
Figure 1. Which images have been mirrored? Our goal is to
nd how distributions of natural images differ from their
reflections. Each of the images here appears plausible, but some
subset have actually been flipped horizontally. Figuring out which
can be a challe k even for humans. Can you tell which are
flipped? Answers are in

less about how it changes what we learn from that data—th
despite widespread use of image reflection (e.g. m:rror—ﬁlpxb
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Learned representations may be tied to a specific pretext task!

Can we come up with a more general pretext task?
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Contrastive Learning

Main Idea:

Multiple views of the same
image should have the same
representations
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Contrastive Learning

Main Idea:

Multiple views of the same
image should have the same
representations

Problem: A model outputting a vector of
zeros satisfies this condition

(embedding collapse)
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Solution: Attract representations from the
same image, and repel representation
from a different image

Contrastive Learning
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How can models cheat in this task?
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How can models cheat in this task?

Models can just look at the color histogram!
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How can models cheat in this task?

Important! Use ColorJitter!
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SIMCLR: A Simple Framework for Contrastive Learning

SimCLR

B Attract N 27 Attract SR

Augmentation

* car A ship » cat dog horse
truck y airplane A bird X deer monkey
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Data Augmentation is Critical

Programmatically generate new variations
of an input

- Increase data variation

- Cheap + fast

Requirement: Must not change the underlying class
(an augmented cat must remain a cat)
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Data Augmentation is Critical
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Data Augmentation is Critical

- Common data augmentations
- Random Crops
- Horizontal Flips
- Vertical Flips
- Rotations
- Color Jitter
- Brightness / Contrast
- Random Blur
- Cutout
- efc
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Other Augmentations - Image Mixup / CutMix

Image

Labsei [1.0, 0.0] [0.0, 1.0] [0.7, 0.3]
cat dog cat dog cat dog
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Other Augmentations - Image Mixup / CutMix

Image
Label [1.0, 0.0] [0.0, 1.0]
cat dog cat dog cat dog
Image
l [0.7, 0.3]
Label [1.0, 0.0] [0.0, 1.0]

cat dog
cat dog

cat dog
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Other Augmentations - Image Mixup / CutMix

Image
Label
cat dog cat dog cat dog
Image
NS
Label [1 -0, OO] [00, 1 O] cat dog

cat dog cat dog

Attentive CutMix
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DINOv2
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https://docs.google.com/file/d/1W3owuA6PKlPBHLpkYSjPEGzl43A_U595/preview

DINOv3 Training Pipeline

- Similar pattern:

- Train big model on large-scale data
- Distill knowledge into smaller models

Data curation Pre-training Gram anchoring
r~ 8] =
|
' e W
E g L
%l ==
s g’ =B
Unlabeled, Balanced Large-scale Improved

raw images image data SSL model local features

High-res finetuning

Ready for high
resolution inference

B AXE

Model distillation

7B

Broad coverage
of model sizes



DINOv3 Training Pipeline

- Similar pattern:

raw images

Train big model on large-scale data
Distill knowledge into smaller models

Data curation Pre-training
& 7 * X0 1 BT
: J. Ji ] A J
L = =
W, HE
m R DE
Unlabeled, Balanced Large-scale

image data SSL model

Gram anchoring

Improved
local features

.

High-res finetuning

Ready for high
resolution inferenc

.
0k

Model distillation

7]
=c
¥

Broad coverage
of model sizes




Observation: Unsupervised Learning is ill-posed
- Old dream of ML

- Does not really show up at small scale

- Optimize for one objective (i.e., contrastive loss)
But we care about another objective! (e.g., classification accuracy)

BAXY



The Platonic Representation
Hypothesis

- With enough scale / data, models
capture a common representation of
reality, irrespective of objective

- Intuitively, because models compress

the data in a similar way
- No time for this now; it's a rabbit hole

BAXY

The Platonic Representation Hypothesis

Neural networks, trained with different objectives
on different data and modalities, are converging to a
shared statistical model of reality in their representa-
tion spaces.

A red sphere next to
a blue cone.

| frext
|
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Huggingface - The Github for Al Models /
Datasets

Settings X

Models mistralai/Mistral-7B-Instruct-v0.2

Mistral 7B is a new Apache 2.0 model, released by Mistral Al that outperforms Llama2 13B in benchmarks.
CohereForAl/c4ai-command-r-plus

7 Model page 7 Model website @ Copy direct link to model
meta-llama/Meta-Llama-3-70B-Instruct
mistralai/Mixtral-8x7B-Instruct-v0.1 Active model
NousResearch/Nous-Hermes-2-Mixtral-8x7B-...

. System Prompt
01-ai/Yi-1.5-34B-Chat
mistralai/Mistral-7B-Instruct-v0.2 m

microsoft/Phi-3-mini-4k-instruct

Assistants
Create new assistant

ﬁ Image Generator

Q Security Expert
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a Hugging Face Q, Search models, datasets, users...
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B AXE

Tasks in Computer Vision

- Scene text reading (OCR)

- Object recognition (classification)
- Object delineation (detection, segmentation)
- Chart / infographic parsing

- Document parsing

- Instrument reading

- Place recognition

- Action recognition

- Face recognition

- World knowledge

- Visual question answering



B AXE

Tasks in Computer Vision

- e /

- Visual question answering

Real Tasks



Workshop Overview

2. Partl: Lecture on Computer Vision

a.

b
C.
d

Main problems in Computer Vision

What exactly is a neural network? (CNNs / Transformers)
What exactly is an image embedding?

Computer vision on the Edge

B AXE
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Workshop Overview

3. Hands-On I: Air-gapped Face recognition on the Pi




Connections

Laptop
WiFi: RustConf2025_Al / edgeaiworkshop
Raspberry Pi
Start the Pi (plug the SD Card and the power adapter)
Scan the QR Code for the Raspberry Pi's IP address

Login: pi / edgeaiworkshop

S Wyliodrin

EEEEEEEE rkshop

eeeeeeeeeeeeeeeeeeee

Use VSCode or Zed (Linux or macOS) Remote Connection

B AXE



Hands-on Overview

BAXY

Privacy-Preserving, Local-Device, Facial Recognition

Use candle to instantiate and run inference for a ConvNext model
Compute image embeddings and implement a basic vector storage
Integrate in a POC application for real time user register and login

https://github.com/Wyliodrin/edge-ai-face-auth

)
CLI

; ’\ register

login

-






